A neuro-fuzzy tool for CT-PT contact detection in a pressurized heavy water reactor
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Abstract

In a pressurized heavy water reactor (PHWR), contact between the calandria tube (CT) and the pressure tube (PT) makes them susceptible to delayed hydrogen cracking. Periodic inspection of the channels must be carried out to detect such contacts. As the number of channels in a PHWR is very large (306 in a 230 MW plant) periodic in-service inspection of all the channels leads to an unacceptable downtime. A non-intrusive technique that employs a system-identification method is presently used for contact detection. Attempts to identify all the contacting channels, without missing any, lead to overprediction of the number of channels in contact; i.e., many channels are diagnosed as contacting, while those channels are actually not in contact. This puts a large number of healthy channels in the at-risk list, reducing the efficacy of the method. Previously, the authors demonstrated the power of a neural post-processor in improving the strike rate of the system-identification tool. This paper demonstrates a stand-alone neuro-fuzzy tool for the detection of CT–PT contact. The network consists of a cascade of self-organizing artificial neural networks (ANNs), along with fuzzy processors. The performance of the network has been compared with that of the system-identification techniques. The noise tolerance of the network is also demonstrated.
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1. Introduction

The basic building blocks of a pressurized heavy water reactor (PHWR) are the pressurized coolant channels. Each coolant channel consists of a pressure tube (PT) that contains the fuel and hot pressurized coolant (Fig. 1). The pressure tube passes through another tube, called the calandria tube (CT) with garter spring spacers that maintain the annular insulation gap. A number of such pressure tube–calandria tube assemblies immersed in a tank of low pressure and low temperature moderator forms the reactor.

In many channels the garter springs that maintain the gap between PT and CT of PHWR can get significantly displaced from their designed position. Moreover, the large unsupported span of the PT restricts the life of the channel due to premature contact between the PT and the CT, making it susceptible to delayed hydrogen cracking.

The conventional techniques for channel inspection call for an extended shutdown of the reactor and a complete unloading of the channels. The total time and effort involved in such measurements preclude the inspection of all the 306 channels of a 235 MW reactor in a single shutdown. To circumvent the unacceptable downtime and cost of inspection, researchers have attempted different diagnostic techniques. The problem demands a technique that is able to maintain a high strike rate (i.e., the ratio of number of channels actu-
ally in contact to the number of suspected ones) without missing any offending channel. The techniques of structural mechanics, however, are not directly available for contact detection. The tools of structural mechanics are efficient in predicting the response of the structure due to an excitation. It is, however, difficult to reconstruct the structure from known loads and response. Such problems are called “inverse problems”, and they are traditional weak points of structural mechanics. The system-identification techniques are useful for handling such problems.

In the case of a CT–PT contact, the vibrational signature of the structure changes significantly due to the contact. Paz et al. (1991) have reported experimental transfer functions of the contacting and the non-contacting channels, and observed that substantial attenuation takes place at lower modes as a result of contact. Moorthy et al. (1995) have in their theoretical analysis observed the same phenomenon. Fig. 2 shows the difference in pattern of a contacting channel vis-a-vis a non-contacting one. The difference in pattern can be used as the discriminating feature for the identification of the contacting channels.

To record the dynamic response, a time-varying excitation is necessary. In one method, the excitation to the channels is applied externally. Alternatively, the ambient vibration due to the coolant flow can be recorded. In both the excitation methods the strike rate of the existing technique is not good enough to bring the number of suspected channels to a level that it is possible to inspect during the regular shutdown period (≈30 days/year). Therefore, a technique that can improve the strike rate further should considerably improve the productivity of the reactor.

The dynamic response patterns of contacting and non-contacting channels shown in Fig. 2 are ideal. Often the distinctions are not so clear, thus making it difficult for the human experts to identify the contacting channels. Of late, artificial neural networks (ANNs) have been employed to tackle a variety of pattern-recognition problems, such as human face recognition, natural language understanding, speech recognition, etc. In structural engineering, ANNs have successfully diagnosed damage (Wu et al., 1992), identified mode shapes (Mukherjee, 1997), predicted material behavior (Mukherjee et al., 1995; Mukherjee and Nag Biswas, 1997) and designed structures (Mukherjee and Deshpande, 1995), along with a variety of other pattern-recognition tasks. The contact-detection problem is a problem of matching patterns. Therefore, the problem of detecting contact in a member, and its extent, is well within the scope of an ANN. Moreover, the structural response measured at the field contains various levels of noise. Therefore, noise tolerance is a highly desirable property in the tools for the detection of damage. Some ANN architectures have proved to be noise-tolerant. This property could be very useful in the detection of contact.

Recently, Mukherjee et al. (1998) have reported the first attempt to employ the ANN in CT–PT contact detection. The main aim was to improve the strike rate of the existing detection tools by attaching a neural post-processor. It was mentioned above that when the tubes diagnosed as contacting by the existing tools, were inspected, only a small number of them were actually found to be in contact. In the previous investigation, an attempt was made to improve the strike rate by adding a neural post-processor to the existing system-identification tool. For this purpose the results of site inspections of tubes (that have been diagnosed as contacting by the existing techniques) have been utilized in training a counterpropagation neural network. This network was successful in dramatically increasing the strike rate. The noise tolerance of the network was also demonstrated. However, the network depended on the results of the system-identification tool. These system-identification tools are not entirely automatic, and they require processing by experts to arrive at a conclusion. Consequently, the results of the diagnostic tool cannot be obtained immediately after the on-site
measurements. This paper demonstrates an ANN that is fully automatic and independent of any other tools or expert’s interpretation. As a result, the conclusions about the condition of the tubes can be made immediately after the on-site measurements.

From a wider perspective, the present tool can be applied to the detection of contact in facilities that have concentric tubes, such as heat exchangers. The methodology described here is applicable to any classification problem where one cascades through different manifestations of varying accuracy and reliability to arrive at a conclusion.

2. Data acquisition

In the contact-detection problem, the first step is the acquisition of data. In the present work, the dynamic responses of tubes have been used. The scheme consists of a shaker, and instrumentation to measure the response. The test consists of giving excitation around each mode, as well as a broad-band excitation from 5 Hz to 200 Hz to cover many modes. The excitations were applied by sine sweeps, as well as multisine modes. Based on different trials, it was observed that a broad-band multisine excitation in the band of 5 Hz to 200 Hz could significantly improve the discrimination.

To remove the effects of noise, coherence between the input and output signals was obtained and the coherent portion of power spectrum, called the coherent output power (COP), is considered for analysis.

For an accurate response, the measurements have to be carried out in the interiors of the tubes. However, this leads to unacceptable downtime, and the cost of such an inspection is also very high. Alternatively, a non-intrusive technique can be adopted, where the measurements are taken at the exposed end fittings of the tubes. In the present investigation the non-intrusive technique is adopted (i.e., the responses of the tubes have been measured at the end fittings only). As the end fittings are very close to the supports (Fig. 1) the amplitude of vibration is very low. Therefore, there is more likelihood of the data being noisy. Moreover, the instrumentation to measure the response had to be located on the other exposed end of the tube. As a result, the measurement is susceptible to instrumentation and structural noise. To overcome this drawback, the data was processed through standard noise filters. However, it was felt that the residual noise in the filtered data was responsible for the poor strike rate of the conventional system-identification techniques. ANNs have the ability to work with noisy data. Therefore, the resulting data was used as the input to the neural network for the detection of contacting tubes.

The COP spectra for 300 tubes of a nuclear power plant were developed for a frequency range of 0.5–200 Hz with a resolution of 0.5 Hz. Conventional detection techniques were used in identifying the suspect channels. Subsequently, on-site inspection was carried out to examine the contacts in the channels. The results of the on-site inspection show that conventional techniques tend to over-predict the number of at-risk tubes. The basis used for the classification of the tubes is now briefly discussed below.

3. Classification criteria

There are two zones of interest in the COPs, that can be used for classification — the first peak method (FP) and the contact index method (CI). The first major peak in the COP is obtained in the 6–9 Hz zone. This area corresponds to the first natural frequency of the tubes. Contact results in a deviation in this peak. Therefore, contact status can be determined by looking for a peak in the 6-9 Hz zone (FP method). This method is extremely dependable, and it does not miss any contacting channels. Although this technique does not fail to indicate the contacting channels, the response at the first mode gets altered for a variety of other reasons. Therefore, the strike rate of the technique is not satisfactory. To increase the strike rate of the detection tool one must look for a more clearly differentiated feature that points at contact.

The response of contacting channels gets banded towards the middle frequency range. The bandedness is estimated by the fraction of the power concentrated in a defined band (50 Hz band in the range of 20 Hz–100 Hz) as a fraction of the total power. Moorthy et al. (1995) defined this ratio as the contact index (CI). A higher value of the CI indicates a greater chance of contact. This technique has a higher strike rate. However, there have been instances of failure of this method, so this method cannot be used alone.

Of the CI and FP techniques, FP measurements are less prone to errors due to background noise. Due to higher confidence in the FP measurements, this could be used as the primary screening criterion to short-list the contacting channels. For example, Moorthy et al. (1995) observed that out of 600 channels that have been tested by using the FP technique, 226 channels, showed FP deviation. Of these 226 channels, 58 were inspected, of which 15 were found to be contacting.

Although FP measurements are more reliable, the feature extracted for contact is not unique, and the fraction of contacting channels is still small. Therefore, to discriminate better between the contacting and non-contacting channels, the CI technique has been used on the channels that are short-listed by the FP technique. Out of the 226 channels that exhibited FP deviation, 58 channels showed a CI of more than 0.7, while only 7 of these were actually in contact. The
strike rate of the CI technique is still not satisfactory. The next section of the paper demonstrates an artificial neural network (ANN) used for the same problem.

4. Present ANN

The schematic diagram of the ANN is presented in Fig. 3. The network is a combination of self-organizing networks and fuzzy processors. It was mentioned earlier that the FP method is suitable for short-listing at-risk tubes. The first component of the ANN performs this task. The input to the network is COP in the 4–11 Hz range. The network looks for the missing peak, and sifts the at-risk tubes from the healthy ones. The COPs of the suspect tubes are then cascaded in the CI network to achieve a better strike rate. The CI network has a fuzzy pre-processor that compresses the input data and filters the noise. The compressed data are then fed to the classifying network, as discussed below.

4.1. FP network

The FP network is based on Kohonen’s (1988) self-organizing feature map (Fig. 4). The neurons in layer 1 (shown as circles) serve only as fan-out points, and perform no computation. Each layer-1 neuron connects to every neuron in layer 2 (called the Kohonen layer) through a separate weight $w_{mn}$. These are collectively referred to as the weight matrix $w$. The input vector $x$ comprises input signals $x_1, x_2, x_3, \ldots, x_m$. The NET output of each Kohonen neuron is simply the summation product of the normalized weight vector and the normalized input vector.

$$\text{NET}_j = \sum \tilde{x}_i \cdot \tilde{w}_{ij}$$  \hspace{1cm} (1)

where, $\text{NET}_j$ is the NET output of the Kohonen neuron $j$.

The Kohonen layer functions in a winner-take-all fashion; that is, for a given input vector only one Kohonen neuron outputs a logical “one”; all the others output a zero. The Kohonen neuron with the largest NET value is the winner. Its output is set to one; all the others are set to zero.

The Kohonen layer classifies the input vectors into groups that are similar. This is accomplished by adjusting the Kohonen layer weights in such a manner that similar input vectors activate the same Kohonen neuron. Kohonen training is a self-organizing algorithm that operates in unsupervised mode. The training equation is as follows:

$$w_{\text{new}} = w_{\text{old}} + \alpha(x - w_{\text{old}})$$  \hspace{1cm} (2)

where $w_{\text{new}}$ is the new value of a weight connecting an input component $x$ to the winning neuron; $w_{\text{old}}$ is the previous value of this weight; $\alpha$ is a training rate coefficient that may vary during the training process.

The value of $\alpha$ varies from 0 to 1, and controls the rate of learning. $\alpha$ equal to 1 means that the network learns a new example as soon as it is presented. The network, however, forgets all previous examples of that class. Similarly, $\alpha$ equal to 0 means that the network does not learn at all, and it classifies new examples on the basis of previous experiences only. Initially $\alpha$ is set to a value close to 1, and it is gradually reduced as training progresses.

The input for the present network is a COP between 4 and 11 Hz with a step of 0.5 Hz. Therefore, there were 15 input nodes. The COP values of 300 tubes, collected from the nuclear power plant, have been used as input. The tubes have been divided into two groups of 150 each. The tubes that have been found after inspection to be in contact were represented equally in the two groups. One group was used in training, while the other group was used as new problems for examin-
The resolution of classifications in a Kohonen network depends on the number of Kohonen nodes used. While too few nodes may group dissimilar patterns into the same class, too many nodes may result in too fine a distinction of patterns and loose generalization. The number of Kohonen nodes was decided here by successive trials, followed by an evaluation of their performance. It was found that with seven Kohonen nodes, the network performed well. The network short-listed 77 out of 300 channels as suspect. The list included all the tubes that were found to be in contact during inspection; i.e., the network did not miss any contacting tubes.

The weight matrix $w$ of the network shows the main patterns corresponding to each Kohonen node. The patterns corresponding to the seven Kohonen nodes are presented in Fig. 5. Patterns 1, 2, 3, and 4 show deviation in first peak, indicating possible contact, and the remaining three patterns show no FP deviation, indicating healthy tubes.

The channels that are cleared by the FP network are declared healthy, and are excluded from the detection process. To improve the strike rate, the channels that are diagnosed as contacting by the FP network are cascaded through the CI network. The structure of the CI network is briefly discussed in Section 4.2.

### 4.2. CI network

The CI network comprises a fuzzy pre-processor and a counterpropagation network. Unlike the FP network, which observes deviations in the first peak in a limited sector of the data (4–11 Hz), the CI network bases its diagnosis on the bandedness of peaks in the 20–100 Hz range. For this purpose, the complete response data from 0.5 Hz to 200 Hz is presented. A range of 0.5–200 Hz with a resolution of 0.5 Hz produces 400 data points. The data sets are rather large, and some compression of the data is beneficial. A fuzzy pre-processor is used to compress the data, and is also able to highlight an important portion of the data. Through data compression the noise tolerance of the network is improved. The fuzzy pre-processor and the counterpropagation network are described next.

#### 4.2.1. Fuzzy preprocessor

Triangular fuzzy functions (Fig. 6) have been used in the present fuzzifier. These are expressed mathematically as

$$f_i(x) = \begin{cases} 0 & \text{if } x < a_1 \\ \frac{x - a_1}{a_2 - a_1} & \text{if } a_1 \leq x < a_2 \\ 1 & \text{if } x = a_2 \\ \frac{(a_3 - x)/(a_3 - a_2)} & \text{if } a_2 < x \leq a_3 \\ 0 & \text{if } x > a_3 \end{cases}$$

The whole range of data is divided into a total of eight fuzzy categories. The fuzzy output for the $k$th category is obtained as follows:

$$I_k = \sum_{i} x_i * f_i$$

where $I_k$ is fuzzy output, $x_i$ is the $i$th data ordinate, $f_i$ is the $i$th fuzzy value.

Through fuzzification, 400 data points have been compressed into eight fuzzy values. Moreover, to highlight the important sector of the data between 30 Hz and 120 Hz, thinner slices have been used. However, the relatively unimportant data at the extremities have been clumped into single categories. The output of the fuzzifier is processed through the counterpropagation network.

#### 4.2.2. Counterpropagation network

A sketch of a typical counterpropagation network is presented in Fig. 7. The network is a combination of
two well-known algorithms: the self-organizing feature map of Kohonen (1988) and a Grossberg outstar (Hecht-Nielsen, 1987). Together these algorithms possess properties that are not available in either one alone.

The Kohonen layer functions in the same manner as discussed in the FP network. The only major difference between the Kohonen layer in the counterpropagation network and the FP network is that the Kohonen layer in the counterpropagation network allows multiple winners. Instead of applying the winner-take-all strategy, the output of the Kohonen layer \( K_1, \ldots, K_n \) is used as the input of the Grossberg layer. The activation levels of the Kohonen nodes \( K_1, \ldots, K_n \) are obtained by using a Mexican hat neighborhood function. Each neuron in the Kohonen layer (layer 2) connects to every neuron in the Grossberg layer (layer 3) by a weight \( v_{np} \). These comprise the weight matrix \( v \).

The Grossberg layer functions in a similar manner. Its input is the weighted sum of the Kohonen layer outputs \( K_1, K_2, \ldots, K_n \) forming the vector \( K \). The connecting weight vector \( v \) consists of the weights \( v_{11}, v_{21}, \ldots, v_{np} \). The NET output of each Grossberg neuron is

\[
\text{NET}_j = \sum K_i \cdot v_{ij}
\]

where \( \text{NET}_j \) is the output of the Grossberg neuron \( j \).

The weight adjustment in the Grossberg layer is proportional to the difference between the weight and the desired output of the Grossberg neuron to which it connects.

\[
v_{\text{new}} = v_{\text{old}} + (y - v_{\text{old}}) k_i
\]

where \( k_i \) is the output of Kohonen neuron \( i \); \( y \) is the vector of desired outputs.

It is clear that the weights on the Grossberg layer converge to the average values of the desired outputs, whereas weights on the Kohonen layer are trained to the average values of the inputs. The unsupervised, self-organizing operation of the Kohonen layer produces outputs at the intermediate positions, and these are mapped to the desired outputs by the Grossberg layer.

The present network has eight input nodes, corresponding to eight fuzzy categories. The Kohonen layer has eight nodes, and the Grossberg outstar has only one node. If the output of the Grossberg layer is 1, the channel is diagnosed as contacting. For a non-contacting channel the output is zero. The weight vectors in the Kohonen layer can be plotted to examine the classification of the network. Fig. 8 presents the weight vectors of the eight Kohonen nodes. Patterns 1, 2 and 3 have peaks around 40 Hz, 50 Hz and 70 Hz, respectively. The channels that peak around this area have a high chance of contact. Patterns 4 and 5 peak outside the zone of interest (20–100 Hz). Other patterns do not have a large peak. Therefore, those classes do not signify contact.

5. Performance of the ANN

The performance of the present ANN in the detection of contact from the measured COP of 304 channels is presented in Fig. 9. Out of 304 channels, 227 were eliminated from the at-risk list by the FP network. The FRF of the remaining 77 channels were diagnosed as at-risk by the FP network, and were submitted to the CI network. The CI network cleared 41 channels, and the remaining 36 channels would require on-site inspection. Out of these 36 channels, 7 were actually in contact. The network must be tested with additional data as soon as new measurements are made at the site.

5.1. Noise tolerance of the network

The detection tool for the present problem uses measured input data, which may contain different
levels of noise. Therefore, the detection tool should be able to function with noise present in the data. ANNs are well known for their tolerance to noisy data. This property was tested in the present study and results are reported here.

To examine the noise-tolerance capability of the network, noise was introduced gradually from ±10% to ±30%. To introduce 10% noise the alternate data points were multiplied by 1.1 and 0.9, and then by 0.9 and 1.1. An original sample and noisy data with ±50% noise are presented in Fig. 10. The results with the noisy data have been compared with those from the originally measured data. The number of channels out of the 304 channels that changed category due to the introduction of noise, is shown in Fig. 11. It is observed that although the FP network tends to put a relatively larger number of channels in the at-risk list, the CI network clears the newly added channels. The fuzzy pre-processor of the CI network therefore appears to make the network extremely noise-tolerant. It was observed that with ±10% noise, only one channel was added to the at-risk list. The network degraded gracefully as the noise level increased. With ±50% noise, two more channels came to the at-risk list. However, one channel changed from the at-risk category to the non-contact category. It is not hazardous if, due to noise, the tool predicts a few more channels as being at-risk. However, the tool should not miss the at-risk channels. At a 50% noise level, one channel from the at-risk list changed its category. Therefore, it can be concluded that the threshold of noise tolerance of the tool is about 50%.

Fig. 9. Channels processed by the different components of the ANN.

6. Conclusions

In this paper, the authors have demonstrated a neuro-fuzzy tool for the detection of CT–PT contact in a PHWR. The change in the dynamic response of the channels due to contact is utilized as the distinguishing feature. The ANN tool yields several improvements over the existing system-identification techniques.

- Unlike the existing system-identification tool, the ANN predicts instantaneously.
- The strike rate of the ANN is considerably better.
- The ANN demonstrates excellent noise tolerance.

At present, the network is able to diagnose all the available data. However, the success of the network for all future cases is not guaranteed. The network will be used to diagnose such future cases. It may fail to classify a pattern correctly in cases where the input pattern differs considerably from the patterns that have already been stored. The flexible nature of the network allows augmentation with new patterns at any point in
time. Such a new pattern can be included in the network by introducing a new node in the Kohonen layer. Thus the network would continue to learn as new data arrive. Plans are in hand to test the ANN with data that are measured in the future.

Finally, although the authors have discussed the problem in the context of the detection of CT–PT contact, the tool could be applied to contact detection in concentric tubes, such as those that are often used in heat exchangers. Moreover, the methodology demonstrated here could be adapted to any pattern-classification problem where one needs to cascade through different symptoms of varying reliability and accuracy, to arrive at a decision.
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